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1 Revision History

25 Apr-2022 The 1stpublished version
2.6 May-2022 Update chapter 4.7 Get Device Code
2.7 Jul-2022 Add default Account Name and Password in chapter 4.8
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2 Environment Preparation

2.1 Configuration Requirements

DAC can be installed in the server, but here recommend creating new virtual machine for DAC

installation. Server or virtual machine configuration requirements are as below:

1) Stand-alone mode

AP/Clients Configurations HDD

50APs + 1000Clients 4 Cores CPU+16GB Memory+1T HDD

256APs + 5000Clients 8 Cores CPU+16GB Memory+1T HDD Read: 1.7GB/s
500APs + 10000Clients 12 Cores CPU+32GB Memory+1T HDD Write: 134MB/s
1000APs + 20000Clients 24 Cores CPU+32GB Memory+1T HDD

2) Cluster mode

AP/Clients Configurations (per server) HDD

2000APs + 10000Clients 12 Cores CPU+32GB Memory+2T HDD Read: 1.7GB/s

6000APs + 30000Clients 24 Cores CPU+32GB Memory+2THDD Write: 134MB/s
Note:

® Cluster mode require minimum 3pcs servers.

® Server host names must be unique.
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2.2 Download Linux

Download Ubuntu 16.04.x from https://releases.ubuntu.com/16.04.7/ubuntu-16.04.7-server-

amdé64.iso.

Note: DAC only support Ubuntu 16.04.x.

2.3 Create New Virtual Machine

Open VMware ESXi to create new virtual machine, as shown in Figure 2-3-1.

vmware ESXi

“1% Navigator " || (" bogon - Virtual Machines
~ [g Host
Manage ¥51 Create / Register VM | | Console | P
Monitor Virtual machine \ @
) |
P solution Linux —
» (3 Storage m (P solution Win10€
€3 Networking (P solution OVE4.€
@
Quick filters... v
;7
| 1
Figure 2-3-1
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2.4 Configuring Virtual Machine

Follow the steps below to configure virtual machine, click “Next” for the steps not mentioned.

1) Select “Create a new virtual machine” , click “Next”.

9 New virtual machine
84 1 Select creation type Select creation type
2 Select a name and guest 0S How would you like to create a Virtual Machine?
3 Select storage
4 Customize ssttings Create a new virtual machine This option guides you through creating a new virtual
5 Ready to complete Deploy a virtual machine from an OVF or OVA file

machine. You will be able to customize processors,
memory, network connections, and storage. You will need
to install a guest operating system after creation.

Register an existing virtual machine

Select creation type

Back Next Finish

Figure 2-4-1
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2) Config as shown in Figure 2-4-2, click “Next”.

%41 New virtual machine - DAC (ESXi 6.7 virtual machine)

¥ 1 Select creation type Select a name and guest OS
Specily a unique name and 05
3 Select storage
4 Customize settings Name
5 Ready to complete r
dy - DAC

Virtual machine names can contain up to 80 characters and they must be unique within each ESXi instance.

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system
installation.

Compatibility ESXi 6.7 virtual machine v
Guest OS family Linux v

Guest OS version Ubuntu Linux (64-bit) v

4

Figure 2-4-2

3) Select the number of cores per processor, memory and hard disk for this virtual machine, refer

chapter 2.1 for detailed configuration requirements.
771 New virtual machine - DAC (ESXi 6.7 virtual machine)

+ 1 Select creation type o Please select an ISO image for the CDOROM

V' 2 Select a name and guest 0S Configure the virtual machine hardware and virtual machine additional options
' 3 Select storage

(VRGEITEERT] VM Optons

5 Ready to complete

2 Add hard disk Ml Add network adapter E Add other device

» [ cPu A 4 v 0
» il Memory /\ Iml MB v
» [ Hard disk 1 A\ 7100 ‘ GB v
%I SCSI. Controller0 LS! Logic Parallel v
B2 SATA Controller 0
USB controller 1 USB 2.0 v
» MM Network Adapter 1 DHCP v Connect
~ %) CD/DVD Drive 1 Datastore ISO file v Connect
Status Connect at power on

4

Figure 2-4-3

4) Select “Datastore 1SO file” in “CD/DVD Drive1”, create new directory and upload Ubuntu OS file
downloaded in chapter 2.2, click “Next”.
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{2l Datastore browser

@ Upload

[ Delete [ Move (75 Copy (] Create directoﬂ/fi@(sﬁ

| .sdd.sf

| solution Linux -
| solution OVE4.6R1...

[ datastore1 (1)
[ datastore2

| vmimages

E3 [2T] DAC/

Figure 2-4-4
5) Click “Finish”.
6) Power on the VM, and open browser console.

(1 bogon - Virtual Machines

Select

Cancel

4

¥ Create / Register VM

[ Console |

W Pqwer off

7 Open browser console

Virtual machine Status v Used space
@& solution Linux (8 Or Open an in-browser console for‘tﬁls_\il.r'ty_a.l macl:!rjg B
{5 solution Win10Se & Open console in new tab & Normal 213.02 GB
{f solution OVE4.6R1{ (% Launch remote console @ Normal  38.7GB
(s DAC ¥ Download VMRC @ Normal 100 GB
Quick filters... v

= DAC
Amharic Francals MaKkeaonckn
frabic Geeilge Malayalan
Asturlanu | Galego Marathi Guest OS
Benspyckan | Gujarati Burmese o
Byvacapcka | ML Nepall Compatibility
Bengali Hindi Nederlands
Tibetan Hrvatski Narsk boknal Yrpalncora
sosanski | Wagyar oo Tiéng vidt VMware Tools No
Catald Bahasa Indonesia | Punjabi Gurmukhi) | SRZ(E )
Cedtina Islensks Polski () CPUs 4
Dansk Italiano Portugués do Brasil
Deutsch Portugués
vzongiha Fonink Memory 16 GB
Pycorm
Smegil1{1
Esperanto u7ne
Espafiol Slovenéina
Eesti Slovenitina
Shalp
Lietuviskal Cpnckn
Latviski Svenska

Figure 2-4-5

7) Select “English” and install Ubuntu Server.

8) Select “Language and Location”, do not detect keyboard layout, then config the keyboard and the
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network, Set up users and passwords, do not encrypt your home directory.

| [1] configure the keyboard |}

You can try to have your kevyboard layout detected by pressing a series of keys. If you do
not want to do this, you will be able to select your keyhoard layout from a list.

Detect keyboard layout?

<Go Back> <Yes> [<No>|

Figure 2-4-6
| [!] Set up users and passwords |

You may configure your home directory for encryption, such that any files stored there
remain private even if your computer is stolen.

The system will seamlessly mount your encrypted home directory each time you login and
automatically unmount when you log out of all active sessions.

Encrypt your home directory?

<Go Back> <Yes> [<No>)|

Figure 2-4-7

9) “Partition disks”, as shown in the following figure.

| [11] Partition disks |

The installer can guide you through partitioning a disk (using different standard
schemes) or, if you prefer, you can do it manually. With guided partitioning you will
still have a chance later to review and customise the results.

If you choose guided partitioning for an entire disk, you will next be asked which disk
should he used.

Partitioning method:

Guided - use entire disk

Guided - use entire d nd set up LVM
Guided - use entire disk and set up encrypted LWM
Manual
<Go Back>
Figure 2-4-8

| [!!] Partition disks |

Note that all data on the disk you select will be erased, but not before you have
confirmed that you really want to make the changes.

Select disk to partition:

SCSI33 (0,0,0) (sda) - 107.4 GB VMware Virtual disk

<Go Back>

Figure 2-4-9
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L

{ [!!] Partition disks |}

Before the Logical Volume Manager can be configured, the current partitioning scheme has
to be written to disk. These changes cannot be undone.

After the Logical Volume Manager is configured, no additional changes to the partitioning
scheme of disks containing physical wolumes are allowed during the installation. Please
decide if you are satisfied with the current partitioning scheme before continuing.

The partition tables of the following devices are changed:
SCSI33 (0,0,0) (sda)

Write the changes to disks and configure LVM?

<NOD>

Figure 2-4-10
[

I [1] Partition disks F

You may use the whole volume group for guided partitioning, or part of it. If you use
only part of it, or if you add more disks later, then you will be able to grow logical
volumes later using the LVM tools, so using a smaller part of the volume group at
installation time may offer more flexibility.

The minimum size of the selected partitioning recipe is 1.9 GB (or 1%); please note that
the packages you choose to install may require more space than this. The maximum
available size is 106.6 GB.

Hint: "max' can he used as a shortcut to specify the maximum size, or enter a percentage
(e.g. "20%") to use that percentage of the maximum size.

Amount of volume group to use for guided partitioning:

<Go Back> <Continue>

| Figure 2-4-11

| [!11] Partition disks |

If you continue, the changes listed below will be written to the disks. Otherwise, you
will be able to make further changes manually.

The partition tables of the following devices are changed:
LVYM VYG DAC-server-vg, LV root
LVYM VYG DAC-server-vg, LV swap_1
SCSI33 (0,0,0) (sda)

The following partitions are going to be formatted:
LVM VG DAC-server-vg, LY root as extd
LVM VG DAC-server-vg, LV swap_1 as swap
partition #1 of SCSI33 (0,0,0) (sda) as ext2

Write the changes to disks?

N

<Yes <NO>

Figure 2-4-12
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10) Do not config http proxy information.
| [!] Configure the package manager |

If you need to use a HTTP proxy to access the outside world, enter the proxy information
here. Otherwise, leave this blank.

The proxy information should be given in the standard form of
"http:// [[user] [:pass]@ host [:port] /".

HTTP proxy information (blank for none):

<Go Back> <Cont inue>

Figure 2-4-13
11) Select “No automatic updates”.

| [!] Configuring tasksel |

Applying updates on a freguent bhasis is an important part of keeping your system secure.

By default, updates need to be applied manually using package management tools.
Alternatively, you can choose to have this system automatically download and install
security updates, or you can choose to manage this system over the web as part of a group
of systems using Canonical's Landscape service.

How do you want to manage upgrades on this system?

No automatic u
Install security updates automatically
Manage system with Landscape

Figure 2-4-14
12) Select “OpenSSH-server” using space key.

| [!] Software selection |

At the moment, only the core of the system is installed. To tune the system to your
needs, you can choose to install one or more of the following predefined collections of
software.

Choose software to install:

<Continue>

Figure 2-4-15
13) Then select “Yes”.

1

| [!] Install the GRUB boot loader on a hard disk |}

It seems that this new installation is the only operating system on this computer. If so,
it should be safe to install the GRUB boot loader to the master boot record of your first
hard drive.

Warning: If the installer failed to detect another operating system that is present on
your computer, modifying the master boot record will make that operating system
temporarily unbootable, though GRUB can he manually configured later to boot it.

Install the GRUB boot loader to the master boot record?

<Go Back> <NO>

Figure 2-4-16
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14) Continue to restart.

{ [!!] Finish the installation |

Installation complete
Installation is complete, so it is time to boot into your new system. Make sure to remove
the installation media (CD-ROM, floppies), so that you boot into the new system rather
than restarting the installation.

<Go Back> <Continue>

Figure 2-4-17
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2.5 Install Ubuntu System

The virtual machine will automatically install the Ubuntu system, wait for the Ubuntu system installed

successfully and login to the virtual machine with the username and password in chapter 2.4.

14

Ubuntu 16.04.2 LTS ubuntu ttyl

ubuntu login:
Password:
Last login: Mon Jul 31 20:07:12 PDT 2017 on ttyl

Welcome to Ubuntu 16.04.2 LTS (GNU/Linux 4.4.0-62-generic x86_64)

* Documentation: https://help.ubuntu.com

* Management: https://landscape.canonical .com
* Support: https://ubuntu.comsadvantage
espseruer@ubuntu:"$ _

Figure 2-5-1
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3 DAC Software Packages Preparation

3.1 Get Administrator Privileges

1) Enter “sudo su” in virtual machine;

2) Input virtual machine password;

dacserver@PDAC-server: y sudo su
[sudo] password for dacserver:

root@DAC—server : ~home/dacserverit

Figure 3-1-1

3) Setroot user password, use command “sudo passowrd”;
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1)

2)

3)

4)

16

3.2 Allow Root User SSH Remote Login

Enter “vi /etc/ssh/sshd_config” in virtual machine, enter

to enter edit mode;

Update PermitRootLogin prohibit-password to PermitRootLogin yes, enter “Esc” exit edit mode;

Enter “wq" to save the update;

Enter “/etc/init.d/ssh restart” in virtual machine to active above setup;

Protocol 2

UsePrivilegeSeparation yes

SyslogFacility AUTH
LogLevel INFO

| ooanGraceTime 120
PermitRootLogair s
STrICTMOOES yes

HeyRegenerationInterval 3600
ServerKeyBits 1024

Figure 3-2-1
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1)

2)
3)
4)
5)

6)

3.3 Add Domain Name Resolution

ll "

Enter “vi /etc/network/interfaces” in virtual machine, enter “i” to enter edit mode.

Config network information as shown in Figure 3-3-1, don’t change the iface number.
Add dns-nameservers 8.8.8.8, enter “Esc” to exit edit mode.
Enter “wq” to save the update.

Enter “/etc/init.d/networking" restart in virtual machine to active above setup.

Type “ping www.google.com” to check above configuration, as shown in Figure 3-3-2.

aces avallable on your sys
t and how to activate them. For more information, see interfaces(5).

kource setc/network/interfaces.d/=

t The loopback network interface
huto lo
iface lo inet loopback

t The primary network interface

t# This is an autoconfigured IPvb interface
huto Ens160

1face ens160 |inetb static

ateway 192.168.10.254
ns-nameservers 8.8.8.8

root@nodel:~# ping www.baidu.com
PING wwi.a.shifen.com (14.215.177.38) 56(84) bUtEH of data
64 bytes from 14.215.177.38: 1cmp_

64 bytes from 14.215.177.38: 1cmp_: 36.
64 bytes from 14.215.177.38: 1cmp_seg=3 ttl=54 time=36.

~
~C

222
W m

--- www.a.shifen.com ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2827ms
rtt mln;aug,max;mdeu = 36.354/36. b31,3b 854,/0.207 ms

Figure 3-3-2
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3.4 Download DAC Installation Package

Download DAC installation package from https://hirschmann-it-
support.belden.com/en/downloads/dragonfly-wireless. The Login page is shown in Figure 3-4-1. For

first login, you may need to register an account.

HIRSCHMANNIT . . . = Erelih Login

Stay Logged In?

Register for an account

Reglster an account so you can easily manage your communications.

Figure 3-4-1
3.5 Upload Installation Package to Virtual Machine

1) Run WInSCP in Server, enter virtual machine information as shown in Figure 3-5-1.

B Login — =

G New Site Session

EE] workspace Eilo-protacel

d root@192.168.2.11

& root@192.168,4.22 |scp e
[192.168.2.11 ||| 22 2
User name: Password:
IFoot I]I.r...... I |
I Save IVI | Cancel | Advanced... I‘V

Tools - Manage - D Login - Close

Show Login dialog on startup and when the last session is dosed

Figure 3-5-1

2) Select target directory, Figure 3-5-2 is for Windows system and Figure 3-5-3 is for Linux system.
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B trp - roo

[} >
Local Mark Files Commands Session Options Remote Help
[P &= 3 synchronize Bl & [F @ S Queue ~ Transfer Settings Default & -
& root®192.168.2.11 X [ New Session
[ Desktop E@v o= - SRR Ak tmp = - - a6 1y & [E) Find Files | T
Upload - Edit ~ 3 Properties | B New ~ C d - Ed Properties | B8 New ~
k:\Users.\neﬂ\Des.klop\BlD\ I ftmp/
Name Size Type Changed MName - Size Changed Rights Owner
. Parent directory 2021/8/17 16:15:05 N 2021/7/21 16:43:25 WX X=X root
Ealsslert 2KB =28 2021/8/17 16:15:05 ---- root
D sslkey 4 KB KEY 3T 2021/8/17 1&:15:05 -r-- root
Site bookmarks  Shared bockmarks
Add
Remoye
up
Down
Location Profiles... Cancel Help
< >
0Bof 513 KBin0of 2 0Bof0BinDof2 5 hidden
& SCP 0:00:59
Figure 3-5-2
By tmp - roo — O X
Local Mark Files Commands Session Options Remote Help
bl &2 2 synchronize Bl & [ 5 Queue Transfer Settings Default
& root@192.168.2.11 x @ MNew Session
[ Desktop SR - 2 B % tmp - - B @@ & B FindFiles | o
Upload - Edit ~ ¢ Properties ENE'W' C Propertie @New‘
Z\Users\neil\Desktop\BLDY ftmp/
Name - Size Type Changed Name Size Changed Rights Owner
. Parent directory 2021/8/17 16:15:03 . 2021/7/21 16:43:25 FUWXE-XF-X root
Slsslert 2KB =2 2021/8/17 16:15:05 systemd-private-0f... 2021/9/18 7:35:03 ------ root
D sslkey 4 KB KEY T4 2021/8/17 18:15:05 D filexsdcUr 0 KB 2021/10/4 7:45:02 W-F--r-- root
Open directory e ? x
add
Remove
Up
Down
Location Profiles... Help
»
1B of5.13 KB in0of 2 0Bof0Bin0of2 5 hidden
a scp 0:01:58

Figure 3-5-3

3) Upload installation package to directory.
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B Deskiop -E-F- e el =S tmp - [(F-F- - £ 6 ) & | Find Files
@Upload' |1ﬁit'x|ﬁ|Propeﬂies B4 New - [+ [=] ¥ B New ~
c topBLDY, ftmp/
Name - Size Type Changed Name . Size Changed Rights Owner
e o Parent directory 2021/10/25 10:28:03 L. 2021/7/21 16:43:25 FWXF-XF-X root
EEDAC-1.1.41008.tar.g7  4,2950.. §FE GZ St 2021/10/21 13:48:50 systemd-private-0f... 2021/9/19 7:35:03 root
D filexsdeUr 0 KB 2021/10/4 7:45:.02 root
Upload ? X
08.tar.gz' to remote directory:
Transfer settings o
Transfer type: Binary
[[] Transfer in background (add to transfer queffer e
Transfer settings... |' Cancel Help
[[1Do not show this dialog box again
£ >
4.09 GB of 409 GB in 1 of 1 OBof0Bin0of 2 5 hidden
& scp %2129

Figure 3-5-4
Note:
® To install WinSCP into the server ahead.

4) Successful status as shown in Figure 3-5-5.

[l Desktop g" 4= - HEO& % tmp = & @ @ & | [, Find Files | T~
Ef Upload ~ [ Edit - 3 =7 Properties [ New + B New -
Ch\Users\neil\Desktop\BLD\ Jtmp/
Name - Size Type Changed MName . Size Changed Rights Owner
L Parent directory 2021/10/25 13:.43:22 . 2021/7/21 16:43:25 PWT-XTr-X root
E' AC-1.1‘4.100&lar.g;E 4,295,0.. WEGZIEEME  2021/10/21 132:48:50 systemd-private-0f... 2021/9/18 7:35:03 [0 root
EDAC-1.].4.]008.15T.92 4,2950.. 2021/10/21 13:48:50 w-r--r-- rooll
|| hlexsdcUr UkE U004 14500 FW-r--r-- root
< >
0B of 403 GBin 0 of 1 0B of 409 GBin 0 of 3 5 hidden
=1 scp 3:23:09
Figure 3-5-5
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1)

2)

3)
4)

5)

6)

7

8)

Installation and Uninstallation
4 1 Installation for Stand-Alone Mode

Create version directory: mkdir -p /tmp/X.X.X.XXXX.

Move uploaded installation package to version directory: mv /tmp/DAC-XXXX.tar.gz

MP/X.XXXXXX.
Enter version directory: cd /tmp/X.X.X.XXXX.

Unzip the installation package: tar -xzvf DAC-XXXX.tar.gz.

Enter directory: cd /tmp/x.x.x.xxxx/data/package-BLD and run ./check_md5.sh to check if unzip

successfully.
Release installation script 755 permissions : sudo chmod 755 ./deployment-all.sh.

Run ./deployment-all.sh, enter 1 to start installation.

root@ubuntu:~fdataj5ackaae—BLD# . /deployment-all.sh
1. Install/Upgrade

2. Uninstall

3. config New IP

4. config Nat Network

5. Backup Database

Please input your Choice:l

you will Install/upgrade pPlateform!

start uninstall old wversion

S Y T !t : .l

Figure 4-1-1

Input installation information in Figure 4-1-2.

uninstall complete! .
Installation code: wersionlol 1.install stand alone

1. stand alone X

3. cluster ! 2.install cluster server ip
Please choose Mode(1,/2):1

Enter server IP:192.168.2.44

IF 192.168.2.44 format correct!
===================== 68.2.44 is up
nier server IFVG address:

nter your company info: ____*

nter your address info:

_____________________ your mode is stand alone= —
--------------------- your server IP is 192.168.2.44 ————————
your server IPVE address is
yuur cl)mpan}r name 'i‘SI
your address is: X .
————————————————————— your phonenum 15! s========= == input "y' to continue
————————————————————— the wversion is: 1.1.4.1008 =====

Are we continue?(y/n)y

Generating Eub'lﬁ:,—-‘prﬁval.e rsa key pair. —_—

Your identification has been saved in /root/.ssh/id_rsa.

yYour public key has been saved in /root/.ssh/id_rsa.pub.

The key fingerprint is:

SHA256:krFrpsOyHIbhTgaQoRZUKACDEAEZE29BB0WMI T @6XTTE root@ubuntu

The key's randomart image is:

+---[R5A 204B]----+

leo ...

server ipVB,company info ,address info,phonenum info

|
|
I
|=0 % * s | server ssh password
|
|
|
|

|
+--—-[SHA256] -—-—— +

fusr/bin/ssh-copy-id: INFO: Source of 5) to be installed: "/root/.ssh/id_rsa.pub”

fusr/bin/ssh-copy-1d: INFO: attempt to log in with the new kg¥(s]. to filter out any that are already installed
Susr/bin/ssh-copy-id: INFO: 1 ke remain to be installed —- if you are prompted mow it is to install the new keys
root®192.168.2.44 s password:

Figure 4-1-2
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DAC installation will proceed automatically until it is complete.

4.2 Installation for Cluster Mode

1) Specify one server in the cluster as the primary server.

2) Run the following command in each server for the first installation, then reboot them

a) sed

b) sed

3) Execute Step 1 to Step 7 in chapter 4.1 on the primary server.

-i "s/#DefaultLimitNOFILE=/DefaultLimitNOFILE=65535/g" /etc/systemd/system.conf

-i "s/#DefaultLimitNOFILE=/DefaultLimitNOFILE=65535/g" /etc/systemd/user.conf

4) Select cluster mode, fill the cluster information as shown in Figure 4-2-1 and installation will

proceed automatically.

22

1. stand alone

2. cluster

Please choose mode(l1/2):2

Enter First_Server IP:192.168.7
IP 192.168.7.201 format cnrr‘ect‘

Install Cluster

201 e —

First Server Ip

192.168.

201 is up

Enter second server IP:102.168.7.2 - second Server Ip
IP 192.168.7.202 format correct!

192.168.7 202 is u i er
Enter Th-\rd server IP:192.168.7 e — Third Server Ip
IP 192.168.7.203 format corre

192.168.7.203 is up . Virtual Ip
Enter wirtual IP:192.168.7.208 > ; -

Ip 192.168.7.208 Format correct!
Enter your compamy Tnfor

Enter your address info:

Enter wour phonenum info:

your mod
wyour first serwver IP is 192.168.7.20L.
your second server IP is 192. 168 7.202
wour third server IP is 192.168.7.203
wyour VIP is 192.168.7.20

your company name 15t
wyour address is:
wyour phonenum is:
the wversion is:

Company info,Address info,Phonenum

_ T

is cluster

1.1.4.1008
g

input 'y’ to continue

Are we continue?(y/n)y

Generating public/private rsa key pair.
vour identification has been saved in /root/.ssh/id_rsa.

vour public key has been saved in /root/.ssh/id_rsa. pub.

The key f‘lr‘lgerpr‘lnt is:

SHAZ56:LTev H'IGIFLbrngnLYSrT'Iu'IWJu/DOpYEYHMSSJpSwU root@ubuntull
The key s randomart image is:

+-——[R5A 2048]-————+

oo o
. O

.____E___
I
I

6] —————
/usr‘/b1m/ssh copy— '|d
Jusr/bin/ssh-copy-id:
Ausr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installe

roOOT@192.168.7.201" s password:

Now try logging into the machine, with: "ssh "root@l192.168.7.201"
and check To make sure that only the key(s) you wanted were added

INFO: source of key(s) to be installed: "Jfroot/.ssh/id_rsa.pub”

-— i

First Server ‘root’ Password
Number of key(s) added: 1

root@192.168.7.202 s password:

‘_————‘

Sencond Server 'root’ Password
Number of key(s) added: 1

Now try logging into the machine, with: "ssh "root@l92.168.7.202"
and check To make sure that only the key(s) you wanted were added

{s) remain to be ‘|r‘|sta'|'|ed
d ly——-*-

FroOT@192.168.7.203 s passwor Third Server ‘root” Passwor,

info

INFO: attempting to log in with the new ke¥(s), to filter out any that
wou are prompted now it is

Jusr/bin/ssh-copy-id: INFO: source of key(s) to be installed: "Jfroot/.ssh/id_rsa.pub”
Jusr/bin/ssh-copy-id: INFO: attempting to log in with the new ke¥(sj, to filter out any that
Jusr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if wou are prompted now it is

Ausr/bin/ssh-copy-id: INFO: sSource of key(s) to be installed: "/root/.ssh/id_rsa.pub”
Jusr/bin/ssh-copy-id: INFO: attempt1 ng to log in with the new ke¥(s , to filter out any that
Jusr/bin/ssh-copy-id: INFO: —— i

dy::au are prompted now it dis

are already installed
to install the new keys

are already installed
to install the new keys

are already installed
to install the new keys

Figure 4-2-1
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4.3 Installation and Service Status Check

Installation will take about 30mins dependance on server and network. After installation, need to

check whether all services are normal.

1) Stand-alone mode

Command Line:

In the remote login tool, enter the command: docker ps -a. If the status is Up, the service is running

normally.

root@ubunt

CONTAINER ID
19201588983e
6f17fefa3cle
048c835040fa
59c7e4dbcaSc
183ad030e6b4
367b51decd87
922c7aaf47b8
095¢3341891f
Ob6ffbf8fldc
efdbe2777556
cdaafde58cel
332eef80752f
becd55¢21878
3595f64d565a
93bdb13f68ea
3lefe84411db
5604463234b1
4d5862f2dc24

ef96fa4d1173

URL:

Login URL http:// XX XX XX.XX:7777 (xx.xX.xx.XX is the IP address of the server), user name /
password: admin / admin, you can view the service status. All service statuses are green and OK,

indicates that the service is started normally.

Installation Guide

clientstatistics:1.1.5.2
cspadmin-portal:1.1.5.2
espinfoprovider:1.1.5.2
message:1.1.5.2
rest-esp:1.1.5.2
scene:1.1.5.2
terminalcenter:1.1.5.2
terminalinfogather:1.1.5.2
dispatch-esp:1.1.5.2
widsapgather:1.1.5.2
widsclientgather:1.1.5.2
dispatch-esp:1.1.5.2
wiredclientgather:1.1.5.2
wiredclients:1.1.5.
apinfogather:1.1.5.
aprfinfogather
apstatusgather
authbroker:1.1.5.

clientdetail:1.1.5.

Release 19 07/2022

COMMAND

CREATED

"/bin/go/microservic..” 5 hours

"tini /bin/sh -c "ja." 5 hours

"/bin/go/microservic.." 5 hours

"/bin/go/microservic.." 5 hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic..” hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic..” hours

"/bin/go/microservic.." hours

"/bin/go/microservic..” hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic.." hours

"/bin/go/microservic..” hours

"/bin/go/microservic.." hours

Figure 4-3-1

PORTS

NAMES
clientstatistics
cspadmin-portal
espinfoprovider
message

rest-esp

scene
terminalcenter
terminalinfogather
trapdispatch
widsapgather
widsclientgather
willdispatch
wiredclientgather
wiredclients
apinfogather
aprfinfogather

apstatusgather

0.0.0.0:2000->2000/udp

authbroker
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System status.

Status

Process

Monit Service Manager

Memory
J40 5 7905 10 6%ay 0 , 5.3% (5.5 GB]

©PU Total

2) Cluster mode

Enter the command:

the service is running normally.

root@ubuntu
NAME
aplnfogather—bc

24

# kubectl

1 7beck
hedu1er 68d67¢

Figure 4-3-2

get pod

STATUS
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

READY RESTARTS
1/1 D

@

S3833333333333333333333I3333333338335333353333333333553333533M

:Tn% c
badd-tfvfp

@

rvice-6c6d59fbecb-2np
fc-tpwgt

- f7hwa
b6b:

Figure 4-3-3

kubectl get pod in the remote login tool. If the status of the service is Running,
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4.4 Modify DAC Server IP

The stand-alone server IP can be modified, not support cluster mode. This script can be executed

after the normal installation of the version.

1) Maodify server IP, and the IP configured in the /etc/network/interfaces, save and to restart the

server.

2) After the Mongo database is restarted, check if the server IP has been modified.

3) Execute deployment-all.sh script, follow the steps in Figure 4-4-1.

4) If no error is reported during execution, docker ps -a | grep exit does not exit the service and the

page access is normal, means the modification is successful. To restart the server if there is any

error.

root@ubuntu:~/data/package-Taichu# . /deployment-all.sh
1. Install/uUpgrade

2. Uninstall

3. config New IP Input 3 config New IP
4. Config Nat Network

5. Backup Database /
Please input your Choice:3

you Will Config New IF for P1atefcur‘m'./"
Please input your MNewIP:192.168.2.45

Mew IP

Figure 4-4-1
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4.5 Configure DAC Public IP

Execute following steps to modify DAC public IP after normal installation.
1) To confirm all services is running normally, and public IP is correct.

2) Execute deployment-all.sh script, follow the steps in Figure 4-5-1.

3) If no error is reported during execution, docker ps -a | grep exit does not exit the service, means

the modification is successful.

root@ubuntu:~/data/package-Taichu# . /deployment-all.sh
1. Install/upgrade

2. uninstall Input 4 config Nat Network

3. Config New IP

4. config Nat Network

5. Backup Database / Public IP

Please input your Choice:4

vou will Cconfig NAT Network for Plateform! /
Please input your Public IP:182.150.57.140

IP 182.150.57.140 format correct!

Can you use public network port 4437(y/n)n e you defind port
If not,please input your public network port which you can use:4433

Input "y" use default 443,"n" use

Figure 4-5-1
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4.6 Start/Stop Service

Enter “kubectl apply/delete -f XXX/XX.yaml|”, to start or stop some services.

All yaml files are stored in /opt/micro-esp-playbook, /etc/csp/advertisement/advertisement-yaml/,
letc/csp/csp-report/, letc/csp/Portal/, /etc/csp/docker-cspadmin/, /etc/csp/csp-statistic/,

/etc/csp/csp-email/, /etc/csp/aiops-itt/.

4.7 Get Device Code

Device code is the fingerprint of the DAC server, which is required to provide to your supplier for offline
license application. To get DAC server device code in following page, the supplier will generate license

code based on this device code.

Refer DAC User Manual to active the license code.

HIRSCHMANNIT  pAG Web

Home > System Configuration

I PENIpcOiiHbRa5SupSNXVISZTviL BIT3CPOVZERS-kaF pQevMVppOCOIWaKIOS I

Figure 4-7-1
4.8 Login DAC

Open the computer browser and visit http://XX. XX.XX.XX:8808 (xx.xx.xx.xx is the virtual IP of the

cluster mode) , log in to the DAC as shown in Figure 4-8-1.

Default Account Name is admin, Password is Admin@01.

Installation Guide
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HIRSCHMANN IT  pac web

ABELDEN SRAND

~FTRGZ TS0

Forget password? Create account

Current version:1.1.5.8

Figure 4-8-1
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4.9 Uninstallation

1) Enter unzip directory: cd /tmp/x.x.x.xxxx/data/package-BLD.

2) Run script: sudo ./deployment-all.sh.

root@ubuntu:~/data/package-Taichu# . /depToyment-all.sh
Install/Upgrade

uninstall

cun;'ig New IP ‘

config Nat Networ

Eackup patabase ,
please input your Choice:2

vou Will Uminstall plateform!

Input 2 uninstall services

u-..p.WNH

Figure 4-9-1
4.10 Data Backup and Recovery

1) Data backup

Execute deployment-all.sh script, choice 5 to backup database and default directory is

/root/databackup/.
- -

root@ubuntu:~/data/package-Taichu# . /deployment-all.sh

1. Install/upgrade

2. uminstall Input 5 Backup Database

3. Config Mew IP

4. config Nat Network Dat ckup directory
5. Backup Database . ata hackup directory
Please input your Choice:5 /

vou wWill Backup Database!

Please input your backup directory:/root/dackup]

Figure 4-10-1

2) Data recovery

Execute the script datarestore.sh for data recovery, bash /etc/csp/datarestore. sh parameter 1.

Note: Parameter 1 is the directory during data backup. Example: bash / etc / csp / datarestore sh
/etc/csp/databackup/data-2019-12-11  14:32.

4.11 DAC Upgrade

1) Referto 3.4, to download target DAC version.
2) Backup data, as show in Figure 4-10-1.

3) Upload installation package to virtual machine.
4) Referto 4.1 or 4.2, to finish installation.

5) Data recovery.
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5 Trouble Shooting
5.1 Subnet IP Conflict

1) 1f172.17.0.1 subnet IP had confiict after installation.

Enter directory: cd /tmp/x.x.x.xxxx/data/package-BLD/csp and run ./ipconflictresolve.sh
Select 1 to solve this problem as shown in Figure 5-1-1.

2) 1f172.18.0.1 subnet IP had confiict after installation.

Enter directory: cd /tmp/x.x.x.xxxx/data/package-BLD/csp and run ./ipconflictresolve.sh
Select 2 to solve this problem as shown in Figure 5-1-1.

Then reinstall DAC to use new subnet IP address.

root@ubuntu:/tmp/1.1.5.2/data/package-BLD/csp# ./ipconflictresolve.sh
Before use this script to solve 172.17 or 172.18 subnet conflict,make sure docker service is already installed

1) 172.17 subnet conflict

2) 172.18 subnet conflict
Please choose which subnet conflict(l/Z):l

Figure 5-1-1
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5.2 Installation Failure

The installation is restricted by the server environment. Occasionally. If the first installation fails, can

run the installation command again after the first installation.

5.3 Service Failure

If the service cannot be started after installation, please check whether the following ports are

occupied, and whether the server has insufficient resources, if the disk is full.

Port TCP/UDP Service Function

20101 TCP mongol Database port

8883/8888 TCP vernemq AP connection port
15672/61613 TCP rabbitmg Message queuing port
5432 TCP postgres Database port

1812 UDP freeradius Authentication service port
1813 UDP freeradius Authentication service port
1814 UDP freeradius Authentication service port
50051 TCP freeradius Authentication service port
443 TCP nginx Web page port

8808 TCP nginx Web page port

8060 TCP nginx Web page port

8081 TCP nginx Web page port

8099 TCP nginx Web page port
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8443 TCP nginx Web page port

8282 TCP hamqgrcode QR service port

2000 UbDP authbroker Authentication service port

5.4 Cannot Access the Page

After restarting the virtual machine, the page cannot be accessed sometimes. Firstly, to check
whether the service status is Up or Running. Then waiting until all services are normal, the page can
be accessed.
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